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Abstract

The presence of microcalcification in mammogramgendas been considered ¢ indicator of malignant types of bre:
cancer, and its detection is important to preverd teat the disease. This paper proposes an iefeapproach, relativ
dependency measure using the Rough Set Theory (R&Drder toautomatic detection of mriocalcification in digitizec
mammogram images. The preprocessing of mammogram image is esseng#drd detection and segmentation
microcalcification. However, the presence of artifacts and pectoralclausan disturb the detection microcalcification anc
reduce the rate of accuracy in the Computer Aidéhibsis (CAD). Its inclusion can affect the resuwf intensit-based
image processing methods amekds to be identified and removed before furthatysis. Thesprocesses angerformed in the
preprocessing stagél7 mammogram images from tMIAS databaseéhave been used for evaluation. The computati

results are evaluated with the reports alreadylaaiin the MIAS databa.
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1. Introduction

Breast cancer is one of the most dangerous typezmiel
among women around the world. Currently, the méisctve
method for early detection of breast cancer is magraphy.
Microcalcifications (MCs) are tiny depositsf calciun in
breast tissue, wbh appear in a mammogram as small clus
of a few pixels, with relatively high intensity andosed
contours compared with neighboring pixels. MC @ustare
primary signs of breast cancer, where early detecis
important to prevent and treat theedise. However, achievit
detection of all MCs is not an easy task, sinceethi® a poo
contrast between MCs and their surrounding tissjigs
Breast cancer is a leading cause of cancer deatig
women. For women in US and other developed cowtit is
the most frequently diagnosed cancer. About 2100 ceses
of breast cancer and 800 deaths are registered yeehin
Norway [2]. In India, a death rate of one in eiglimen has
been reported due to breast cancer[1].

All the CAD systems require, asfirst stage, the segmentati
of each mammogram into its representatisaatomica
regions, i.e., the breast border, the pectoral tauand the
nipple, as in the work by Ferrari et al. [3]. Thedst borde
extraction is a necessary and cumbersomp &ie typical
CAD systems, as it must identify the breast re
independently of the digitization system, the aid¢ion of the
breast in the image and the presence of noiseudimg
imaging artifacts. The goal is to exclude the backgd from
the sulsequent processing steps, reducing the imageifie
without losing anatomic information. It should alsave a fas
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running time and be sufficiently precise, in orderimprove
the accuracy of the overall CAD system.

There are a large number of different types of magmaphic
abnormality. In the majority of cases, however,
abnormalities are either micaalcifications or masse
Micro-calcifications usually form clusters and individi
micro-calcifications can ramgfrom 20 to several hundr
microns in diameter. On the other hand, a breastsnm &
generic term to indicate a localised swelling, pbarance, ¢
lump in the breast. Masses can be caused by diff
processes: from natural changes in the breasiancerous
processes. Masses are characterised by their docagize
shape, margin, and associated findings (i.e. arcthital
distortion, contrast). Fig. 1 shows different masaecording
to their shape and margin (the border of the maBsgse
assocated properties are examined by radiologists ag dhe
strongly correlated with the classification (benigersus
malignant) of the mass. It is generally accepteat tmas:
detection is a more challenging problem than thedi®n of
micro-calcificatiors, not only for the large variation in si
and shape in which masses can appear in a mammdmyre
also because masses often exhibit poor image st(Oliver
et al.(2010))[4].
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become a topic of great interest among research&ishas
been applied to many domains. Given a dataset with
discretized attribute values, it is possible todfia subset
(termed a reduct) of the original attributes usR@§T that are
the most informative; all other attributes can émoved from

the dataset with minimal information loss.

It possesses many features in common (to a ceeteint)
with the Dempster-Shafer theory of evidence, armyuset
theory [12]. The rough set itself is the approxioatof a
vague concept (set) by a pair of precise conceptied lower
and upper approximations. These are the classdicalf the
domain of interest into disjoint categories. Thewédo
approximation is a description of the domain olgeehich
are known with certainty to belong to the subset
interest,where as the upper approximation is argesmn of
the objects which possibly belong to the subsete Th
approximations are constructed with regard to aiquaar

Already much work has been carried out in this a@iver et Subset of features.

al.(2010)[4] have reviewed some of the approachés o } ]

automatic detection and segmentation of masses livorks by making use of the granularity structofehe data
mammographic images, highlighting the key-pointd arain only. This is a major difference when compe.lred. with
differences between the used strategies. Dubey let Bempster-Shafer theory and fuzzy set theory wheuire
(2010)[5] have compared two different semi-automatéProbability assignments and membership values otispéy.
methods, viz., level set and marker controlled veted However, this does not mean that no model assunptoe
methods which performed segmentation of tumor. Dguez made. In fact by using_only the given informatimg theory
et al,(2008)[6] have presented a method for autema@SSUMes t_hat the data is true and accurate reﬂeqrtlthe real
detection of mammographic masses. The regions wéyarld (which may not be the case). The numerical ather
segmented via thresholding at multiple levels, andet of Contextual aspects of the data are ignored which seam to
features were computed from each of the segmeetgidns. be_ a significant omission, but keeps model assumgtio a
A region-ranking system was also presented thattiiites the MiniMum.

regions most likely to represent abnormalities Hase the ]

features computed. The method was tested on Bgsic Concepts

mammographic images of masses from the Mini-MIASet | =(U,AD{d}) be an information system, whelis the
database, and achieved a sensitivity of 80%. Wu wativerse with a non-empty set of finite objeddsis a non-
al.,(2008)[7] have proposed top-down region dividiased empty finite set of conditional attributes, amds the decision
agproach for fimggeh s;:_gmentatiobn, vc\j/hich dcombinesb thetribute (such a table is also called decisionedaija] A
advantages of bot istogram-based and region-ba ; : PP ;
approaches. Thangavel et al[8], have used Ant ngoloﬁ%ire is a corresponding functloﬁa.U _’Va’ whereV, is
optimization technique to segment the microclaifon the set of values of. If P O A, there is an associated
region. In this paper, a novel Roqgh Set Thf'l‘Ofye“aSequivalence relation:

approach is prop(_)sed for segmentatlon_of reglomta!'resp IND(P) ={(x, y) OU xU |DadP, f_(x) = f_(y)}

and compared with manual segmentation suggesteithein a a
MIAS database.

of
Fig. 1.Three types of mass with different shape ematgin: (a) circular

shapeand circumscribed margin, (b) lobular shagevesll defined margin,
and (c)spiculated shape and ill-defined margin

1)

The partition ofU generated by IND(P) is denoted by U/P. If

The rest of the paper is organized as follows: iBecP
presents an introduction to the Rough Set Theoegtiéh 3
presents the feature extraction methods. Sectidiestribes
the proposed method for detection of pectoral neussling
RST. The experimental results are discussed inogsebtand
conclusion is presented in section 6.

2. Rough Set Theory — An Overview

Rough Set Theory (RST) is used as a tool to discdata
dependencies and to reduce the number of attrilcotgsined
in a dataset using the data alone, requiring natiaddl
information [9][10] [11]. Over the past ten yeaRST has

(x, Y)OUIND(P), thenx andy are indiscernible by attributes
from P. The equivalence classes of tReindiscernibility
relations are denoted py],. LetX OU, the P-lower
approximation PX and P-upper approximatid®X of set X
can be defined as:
PX ={x0OU |[x], O X}
PX ={xOU|[X]p n X g}

)
®)

Let P,QO A be equivalence relations ovés, then the
positive, negative and boundary regions can bandéfas:
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POS(Q= 0 PX 4)
NEG,(Q) =U - XE,Q'_DX 5)
BND,(Q) = XDD“QI_DX =0 BX (6)

The positive region of the partitiod/Q with respect toP,
POS(Q), is the set of all objects &f that can be certainly
classified to blocks of the partitiod/Q by means ofP. Q
depends o in a degree kQ < k <1) denoted b =, Q

PO
K= 1@ :% %

whereP is a set of conditional attributes aQds the decision,
¥+ (Q) is the quality of classification (Pawlak et al979[10].
If k=1, Q depends totally o, if 0 <k< 1, Q depends
partially onP, and ifk = 0 thenQ does not depend dh The
goal of attribute reduction is to remove redundstributes so
that the reduced set provides the same qualityasEification
as the original. The set of all reducts is defined
Red={RUC|yx(D) =y (D),0BOR, y5(D) # y(D)}

(8)
A dataset may have many attribute reducts. Thefsat
optimal reducts is:
Red .. ={RORed|OR ORed|R<|R} 9)

3. Image Pre-Processing

3.1 Gray level Normalization of image

The distribution of gray levels of mammogram imagesy
vary greatly; however, the ranges of the intersigiee narrow.
Normalization is a necessary step, and we normatiee
mammogram image by mapping the intensity levels the

range [NGmin » NOmax]:

i) = (9@, ) - gmin)(Ngmax - Ngmin)
(gmax_ gmin)

9,
(10)

where g(i, j)is a gray level value at the coordinate jj,

3.2 Elimination of Artifacts

The black parts of the image as well as the exséirifacts
such as written labels etc., are removed using pping
operations. An example of cropping that eliminateg
artifacts and the black background is depictediq E. The
cropping operation is used to eliminate noise teefthe
image enhancement. The cropping operation is done
automatically by sweeping through the image andiraut
horizontally and vertically the image those patttsit had the
mean less than a certain threshold. Fig. 2(a) slieaveriginal
image. The image enhancement process such as reofova
labels and artifact are applied and the correspgnithages
are shown in Fig. 2(b). Fig. 2(c) shows transforrimeage.

(a)

Fig. 2. Example of Image pre-processing for thagen(mdb023.pgm), (a)

(b) (©)

original image, (b) After removing artifacts, (a)afisformed image

4. Feature Extraction

The texture analysis matrix itself does not diregtovide a
single feature that may be used for texture didodtion.
Instead, the matrix can be used as a representatime for
the texture image and the features are computed.

4.1 Gray Level Co-occurrence Matrix (GLCM )

Generally, the problem of texture discriminationséd on
statistical approach consists of the analysis &fef of co-
occurrence matrices [13], [14]. In this matrixe tindices of
rows and columns represent the given range ofrtlagé gray
levels, and the valuB(i, j) stored in the position,( j) is the
frequency that gray leveisandj occur at distance = 1 and in

Omin » Imax @re the minimum and maximum intensity levelghe directions 0°, 45° ,90° , and 135°.

of the original image;Ng i, ,» Ngacare the minimum and

maximum
respectively.

intensity levels of the normalized

4.2 The Haralick Features

image

The features based on the distribution matricesulgho
therefore capture some characteristics of textwash as
homogeneity, coarseness, periodicity and otherdsr@l et
al.[15] Haralick et al. [13] have suggested 14 uextfeatures,
such as angular second momght(, contrast),
correlation{s), sum of squares: varianég( inverse difference
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moment{s), sum averagé), sum variancdf), sum lg(idx) — O
entropy(g), entropyly), difference variancég), difference Gi — Construct GLCM using the imagk
entropyf;y), information measures of correlatiofid), with distance 1 and directior? 0
information measures of correlationfllj, the maximal For each {j = 1, 2, ..., 14} (14 Haralick
correlation coefficienf(,). features)
fij « Compute feature using
5. Proposed Method end
5.1 Mammogram | mage Segmentation end

N; — Normalize the featurefg
The image segmentation is a major step in imagegssing. Dj — DiscretizeN; using round of to desired integer
Segmentation divides image into its constituentioreg) or // threshold value selection using RST
objects. The level to which segmentation is carrma R~ Dj
depends upon the problem being solved i.e., segtiemt For eactR 0 D;;
should stop when the ‘Regions Of Interest’ (ROI) an If Kripy(D;)#1
application has been isolated. The presence of ‘

microcalcification in mammogram image has been icened Tr-th+@-1)
as a indicator of malignant types of breast canaed its break
detection is important to prevent and treat thealgs. This Else

paper proposes an effective approach, relative rtkpey End R~ R-Di

measure using the Rough Set Theory (RST) in otder
automatic detect and segment microcalcificatiodigitized
mammogram images. The segmentation of microcadtifio

End
/I segmentation based on threshold value selegt&ST

is identified using an automatic thresholding methoThe _Y‘— 'm_

segmentation of microcalcification results are eatdd in idx find(lr<tr)

terms radiologist identified information given ihet MIAS Y(idx) ~ O

database. Y is the microcalcification region.

5.2 Relative dependency measure using RST Fig. 4. Segmentation Algorithm

The selection of gray value (object) using RoS8ghbased
unsupervised relative dependency measure Velayughal. 5.3 Worked Example
[16]-[20].
In this section, the mammogram image, identificatmmber
P _ U/IND(R) 1 mdb023 from the MIAS database is considered. This
(3 = oinp ROy 2D A (1) mammogram image is malignant, fatty-glandular ienagd it
where a is an object which is used to evaluate the ingat contains well-defined or circumscribed massesis & right
dependency andR contains all other objects. The relativéide breast image. For the automatic detection of
dependency of each object is computed using equétit). If microcalcification the right side image is transf@d into the
relative dependency value of an object is equdl then the leftside.
object a is removed fronR. If relative dependency value of9-3-1 Median Filter

an objecta is not equal to 1 then the objeet is a selected L .
object and the corresponding gray value is used sLpe median filtering is applied to remove the hfggrjuency

segmentation. The proposed algorithm to identifye ﬂporgponﬁlnts 'in 'the mammogr?]m ‘”?age-,Ilh_e lrar;ﬁ_rit GihQ”Si
microcalcification and segmentation using RST igegi in median filter Is, it can remove t € noise wit .Omt mgt N
Fig. 4. edges. For each pixel an 9x9 window of neighborhopigdls

are extracted, and the median value is calculatedttat
window. The intensity value of the center pixel ualis
replaced with the median value. This procedureoizedor all
the pixels in the image to smoothen the mammograage
and the filtered image using median filter is shownFig.

| « Read Pre-processed mammogram image
| « if the image | is right side transformed intat lef

Im — Median Filter of | with window size [9, 9] 5(b).
th -« Peak threshold value from histogram (above theg gra
value 100)
For each pixel from threshold valtte
i+l
lg = Im

idx — find(I,m# th)
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The intensity and the contrast of the image atesame for
all the images and it varies from image to imagenc¢e¢, the
threshold value T is evaluated for every image gisimage
histogram. Fig. 6 shows the histogram of the infaige 5(b).

According to the histogram threshold value T, ot
corresponding gray value image is extracted fromne th
enhanced image. The GLCM is computed from the inzagk

the statistical feature is computed by using GL@GWN&ko, the
features are created for the subsequent gray alge. Fig.

7 represents the images (a) to (c) for the grayesfrom 217

to 219 respectively. Table 1 represents the Har&8iatistical
features for the gray valued images. Table 2 aabler 3
represents the normalized and discretised features
respectively.

(a) (b)
Fig. 5 Image (mdb023) (a) Pectoral muscle suppdeissage
(b) Filter Image.

x10*
g L .
8 L -
T L .
5 L .
5 L .
ar 1 (a) (b) (c)
; Fig. 7 Single gray valued images for the gray val{@ 217

I (b) 218 (c) 219
2 L .

T

1 L .
0

0 50 100 150 200 250

Fig. 6 Histogram of filtered image

Table 1 Haralick features extracted from the imasjag GLCM
fi f, fs fa fs fe fz fs fq fi0 fi1 f12 f1a fia

a 0.4998 09857 0.6129 0.8359 0.0152 0.5000 0.99080016. 0.0015 0.0000 0.0015 -0.9999 0.0428 0.3495

b 0.4999 09856 0.6402 0.8198 0.0152 0.5000 0.9906010. 0.0010 0.0000 0.0010 -1.0000 0.0324 0.3610

c 0.5000 0.9847 0.9458 0.3147 0.0152 0.5000 0.9901000Q@. 0.0002 0.0000 0.0002 -1.0000 0.0139 0.2047

Table 2 Normalized features
fi f, fs fa fs fe fz fs fq fi0 fi1 f12 f1a fia

a 05773 05776 0.4729 0.6895 0.5774 05774 0.57748256. 0.8256 0.5825 0.8256 -0.5773 0.7721 0.6442

b 05773 05775 0.4939 0.6762 0.5773 0.5774 0.57746570. 0.5579 05773 05579 -0.5773 0.5843 0.6654

¢ 05774 05770 0.7297 0.2596 0.5773 0.5774 0.5772084Q2. 0.0842 0.5723 0.0842 -0.5774 0.2499 0.3772
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Table 3 Discretized features
f4 f5 fe f7 fs f9

fs fio fun fio fiz fig

Table 3 represents adescretized data set. Eaghigo
considered as an object and it corresponds toyavgitae. The
object selection is carried out by the relative etefency
measures using rough set theory. The selectedectoiy
considered as the boundary point for the segmentafihe
input image for segmentation is shown in Fig. 8(&he
segmented output image is shown in Fig. 8(b).

5.1 Comparative analysis

The proposed RST based relative dependency neeasur
algorithm is compared with the methods given inl&ab Wu

et al. [7], used a region-ranking system segmemtatpproach
and obtaining 80% of images get accurate segnmemtaft
mass. Dubey et al.,(2010)[5] used marker contolle
watershed methods, in this work 17 mammogram imagee
tested for segmentation of tumor. The proposed ocketh
results are comparable with aforesaid algorithmin the
proposed work there are 117 mammogram images vese u
for the deduction microcalcification and segmeéatatOut of

the 117 mammograms, 96 images identifies and segmen
microcalcification in accurate position according the
radiologist specified data given in MIAS database.

An example of image segmentation process is gindtg. 8.

Table 4. Segmentation results

Author #lmages  #Acceptable
Methods reference used for (%) #Una(%;:;}ptable
experiment °
A region- 57
ranking ggo%t)gj 46(80%) 11(20%)
system
marker 17
controlled Dubey et o o
@ b) watershed  al(2010)[5] 17(100%) 0(0%)
methods
Fig. 8. Example of Image segmentation (mdb023.pgm)image after  Rough set 117
removing artifacts and pectoral muscle, (b) Segatent of based
microcalcification. relative Proposed 96(82%) 21(18%)
dependency

measure

6. Experimental Results

The images used for the experimental analysisakentfrom
the Mammographic Image Analysis Society (MIAS)7 lusi
http://www.wiau.man.ac.uk/services/MIAS/MIASweb.htip . Conclusion

1]. It consists of 322 images, which belong to ¢hdsig The proposed RST based relative dependency measure
categories: normal, benign and malign. There aBrimal algorithm for detection microcalcification and semgrtation is
images. 63 benign and 51 malign images are comsidepresented. Segment the microcalcification succlgsfu
abnormal. In addition, the abnormal cases are durtvided \yithout losing any information from the rest of the

Into six categories: r_mcro_caluﬁcatlon, C'rcumm. MAsSSEs, mammogram. Further, the resultant mammogram carseé
spiculated masses, ill-defined masses, architdctlistortion . . N
for the feature extraction, classification of abmalities in

and asymmetry. All the images also include thetlooa of . e X .

any abnormalities that may be present. The existinages Nhuman breast like calcification, circumscribed neass
consists of the location of the abnormality (like centre of a spiculated masses and other ill-defined massesjrocribed

circle surrounding the tumour), its radius, brgasdition (left lesions, asymmetry analysis etc. This algorithm lias

or right), type of breast tissues (fatty, fattysglalar and potential for further development because of itspdicity and

dense) and tumoar type Whgfﬁhelzrtit islbenibgl_n orgnalAll theThit also encourages results that will motivate teak breast
mammograms nave - medio-lateral - Ooblique  View. tancer diagnosis system. Further, the authors arking as
calcification location is given only 117 mammogramages

out of 322 mammogram images. the classification of mammogram image using RST.
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